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ABSTRACT

Some social scientists argue that the widespreamaperation within societies is the fact that
modern economics theory fails to capture. Fukuydoragxample, argues that economics fails to
take into account cultural factors affecting indival behaviors (Fukuyama 1995). Trust, as he
argued, is culturally embedded in societies andasogrtue promoting prosperity in some
nations. Yet, studies on cooperative behaviors &yney theorists lay theoretical groundwork
arguing that cooperation can be sustained witHfArserested individuals. This paper is, mainly,
an attempt to review cooperative behavior under rdrelom matching game, particularly a

seminal work by Kandori. This paper will discussibgroperties of the model in detail.
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1. Introduction

Adam Smith’s assertion in the Wealth of Nation thadrket will function well even when
individuals are self-interest is considered that emoperative behavior of individuals would be
at odd with selfishness individuals. Some sociakrdcsts argue that the widespread of
cooperation within societies is the fact that madsronomics theory fails to capture. Fukuyama,
for example, argues that economics fails to take account cultural factors affecting individual
behaviors (Fukuyama 1995). Trust, as he arguedyliarally embedded in societies and social

virtue promoting prosperity in some nations.

Yet, studies on cooperative behaviors by game ibtsday theoretical groundwork arguing that
cooperation can be sustained within self-interesteld/iduals. What more surprising in these
studies is that the practice of cooperative belhavakes place in some circumstances even when
agents only concern with their own welfares. Thiglihg contradicts with a view saying that
cooperative behaviors are not compatible with seérested individual framework. As long as
individuals concern about their future payoff ane gatient enough, the theory of repeated

games predicts that cooperation can be achieved.

The theory of repeated games, moreover, pointstt@it the threat of retaliation because of
pursuing non-cooperative actions (cheating, forngxda) encourages individuals to take
cooperative action. Hence cooperative outcome egpravided in equilibrium. However, many

economic activities happen as agents change tlagingr overtime. In this circumstance, the
threat of retaliation could be avoided while agemtsild do defective behaviors. Therefore the
standard theory of repeated games analysis caenasdd to grasp the possibility of cooperation

when agents meet different partners over periods.

Yet some studies on the random-matching model offeteresting findings suggesting that
under certain environments cooperation still canpb®vided in equilibrium even an agent’s
partners change. Kandori (1992) considerably extehé theory of repeated games into the
matching games and argues that if cooperation mécs supported by the equilibrium in the

repeated games, the same outcome can be achietredrimatching random game.



This paper is, mainly, an attempt to review theed@ment of this theory. A seminal work
worth discussing for is a Kandori’'s work (Kandofi9R). Kandori basically proposes that under
some particular circumstances, cooperation carubiised in the equilibrium. This paper will
discuss basic properties of the model in detaile ®ection, moreover, is devoted to discuss any
refinement of Kandori propositions. Regarding thést, credit should be attributed to Ellison’s
work whose comes up with more robust propertiegjquaarly regarding cooperation under the
contagious equilibrium. Another section discussaglieations of this theory done by Dal Bo
(2007) and Greif (1993).

2. Cooperation under The extended repeated Game:

A seminal work on cooperation under the matchingi@anay be at good attributed to Kandori
(Kandori 1992). Kandori extends the theory of repdagames applied to the matching game
(Kandori 1992). He, moreover, proposes the thedrgetf-enforcing agreements where social
pressure or reputation affects the outcome of &etien among agents. His study, allows a
situation where an agent may change their partmegs time. Even under weak condition, i.e.
when an agent’s past history is not publicly obedrby other players, any outcome can be
supported in equilibrium. Two results can be irddrfrom his propositions. First they asserts
that a community is able to support cooperation rgnmembers even when each agent only
observes experiences with his partner but not wisgpbartners have done to others. Second, they
show that a community can process certain infolwnasibout each agent labels which result in

mutual benefit among them.

In his seminal paper (Kandori 1992), he define®@as norm as a desirable behavior within
societies and an agent deviating from this behageis a sanction by others- community’s
sanction. Hence, a social norm, moreover, woulckvediectively in making all agents cooperate
if it provides proper incentive to the players. fdfere punishment upon the deviators is not only

necessity but a player who fails to punish is mtio be punished.



Yet the further problem arises: as an agent chanigegpponents over time, such punishments or
retaliations are almost impossible to be done. mmaonity needs certain information regarding
an agent’s past history so that any deviating behaf an agent can be traced and any sanction
can be imposed upon. In other words, social normsldvwork if a community can processes
information about each agent’s behaviors amlly punish the deviators. Therefore Kandori
evaluates three environments in which any outcoareb®e supported in equilibrium: first is a
situation when an agent’s past history is publiolyservable, second is a situation when
information about an agent’s history is absent @idl is a situation when an agent’s history is

decentralized.

a. General Assumptions

Before formalizing the model, we discuss the gdnasgumptions. As a community requires
information about an agent's past history, this Wienlge is assumed to be attached in
individuals by dark spot i.e. a deviating agerdaskly spotted by a community. A social norm is
assumed to entail that an agent should cooperdyeam if only he encounters an unspotted
partner. Now consider there is two unspotted ageatched each other and let say one of them
is likely to face spotted agents in the futurepuhishment were costly enough to carry on, then

each player would not have incentive to cooperate.

Other assumptions can be summarized as: first @ ladnsisting agent’s past information is
attached to each agent. Second agent’s and hisvepi® labels are observed first before any
transaction take place. The third is current actiand label of an agent and his opponents affect

their future labels.
b. Formal model for the repeated matching game
As the model essentially an extension version péated games to matching model, the basic

formalization of the extended repeated games sudged in this section. Suppose thereNare
player divided equally in siz&lk (k=1,2). Each agent is matched and the game is texpea



infinitely. An agent’s payoff, moreover, is discded by [ (0,1). Under this game, the match

follows uniform random matching model with probali(Kandori 1992).

Prob{u(i,t)=j}=1/n for all i 0 N1 andj O N, and for all t
u(i,t)=j is the probability of player i is matchedtiwplayer |.
Furthermore we define the payoff function@sA - R?(A=A; X A, where A is set of actions

for type-k playersk=1,2). And we set minimax point M A for type-1 player as

M; Dargmax, ., 9,(a,M;)

M; Oargmin, ;, (Max,;, g;(a,a,))

Moreover, mutual minimaxing poitM; M}) is rewritten as m = (gm) and normalized to zero

(01 (Mp)=0. (M2)=0). These properties basically argue that wheagent and his opponent are
the same i.e. both of them are the same type; Wittiplay action mutually beneficial. Yet, as

one encounters another type of opponent, bothplalj minimax action. Any feasible payoff is
assumed convex and the element of the set of paywdfion V).

c. Folk Theorem under perfect information

A remarkable generalization of Kandori's modelhattany such outcome supported in the two-
player repeated games can also be provided in #tehing game, though the rule of matching
games is arbitrary. In this section we will disctise proofs of this generalization taken from
Kandori in detail. Generalization can be madehdfré is any feasible payoff, supported by sub
game perfect equilibrium in the repeated gamed) gemsible payoffy (I V, also can be figured

out in the matching game.
Based on Kandori's work, there are several proost(Kandori 1992), namely, :
Proposition 1 if any feasible payoff v sustained in the equilibmiin the repeated game for

someo would also be supported by the matching gamehersame the samewith arbitrary

population size and matching rule /3.



I ntuition: this proposition essentially suggests that asgalinted facto, provided in the two-
player repeated game could be applied in the magcpame for any population and matching
rule. The intuition behind is that under public eb&bility environment each agent's past
actions are observed [ players. Although an agent changes his opponesds meriods, the
potential opponents already observed his pastratiiward other players. Any cheat behavior is
known by the public and as such, an agent hasaamiive to cooperate as if he faced the same

partner in every period.

Proof Suppose the player in the matching game startrgaye equilibrium path of the two-
player repeated game. If the type-I of player degadl=1,2), then all type-I's are punished by all
of other type in the similar way to two-player rafed game since each player faces the same

sequence of action profiles and retains informadibaut the other’s past action profiles.

Proposition 2. Any feasible payoff point ¥/ V supported by an equilibrium in the random
matching game exists only cheaters are punished, A7 (0*,1), where 6* can be chosen

independently of the population size.

Intuition: the second proposition argues that as each agaation profiles are publicly

informed by all players, a community (the playecs)n recognize the deviators and take
sanctions immediately upon them. Additional resimit in this proposition, moreover, is that
simultaneous punishment is implausible so that dhly latest deviator is being punished.
Therefore whoever punishes the deviators is nassure as community sanctions function in the

same way as personal retaliation in the two-plagpeated games.

Proof. Suppose in the equilibrium all players play tleica profile a* (a*[JA). Any deviation

by an agent turns him and his partner to play maxirstrategy, m, for T period and then back
play a* afterward. If the deviator defects durirge tpunishment period (T period) then the
punishment is carried on again for T-period. Yetnbther player deviates while the last deviator
is punished, then the punishment is replaced tolatier deviator and the former deviator is

forgiven.



Formal model

The formal model is discussed below. Meis the payoff function. Suppose x = g(m)-the payof
of guilty player during punishment ards the payoff after the punishment. Then we médinde
the average payoff of guilty player as

V=(1-8")x+ 8"v

8" 0 (0,1). If a guilty player deviates when he is singid, his payoff at most is GWVk (recall
that g(m) is normalized to zero when both playerypiinimax strategy) which is less than
original payoff V.

Moreover, the average payoff of an innocent playiébe
T=(1-8") X+ 8 it (8-8)[(1-1/nVic+(1/n)x]

If he deviates he earns at most

M =@-9)v, +&, wherev, =max,, g,(a)

It is very clear that afl - - (1-J")(A-1/n)(v, —x,) > ,0and action profiles are publicly

observed, any deviation is not profitable.

Within these two propositions, the generalizatibiKandori’s model finds that any cooperative
outcome supported in the repeated games can bedigut in the matching game with arbitrary
discounted factorg, and the matching rule as long as the action lpofof each agent are
publicly known by all players.



d. Cooperation in the absence of information procesng

The foregoing discussion evaluates an environmémreveach agent’s past actions are publicly
observed and it is shown that folk theorem propertian be applied in the random matching
game. In this section, we will discuss outcome wh&uch information is very limited. In the

absence of information processing, the game carohsidered as prisoner’s dilemma with the

strategic form as below:

Table 1. Prisoner’s dilemma

C D

C 1,1 b, 1+g

D 1+g,14 0,0

Let say that there anme pairs player matched randomly and population Mz&n. Whereg is

gain from defection antis loss of being cheated. It is assumed that pkgler only observes
the history of action profiles of the stage gamw/imich he has played. As the game assumes that
any direct communication among players does ndtegach player has no information about
what has gone on the community. Therefore it isy va@vvious that folk theorem equilibria

assuming perfect information cannot be implememtetis game.

However, an agent has belief that what has happéndds stage game also happens in a
community. Based on his belief, an agent will cleoastion maximizing his payoff. In other
words, if an agent was cheated then he believésatbammunity also has been cheated. Hence
in the next period, he starts deviating by playingTherefore outcome (D,D) by all players
exists through long periods (not immediately beeatlere is missing information processing
such that punishment cannot be taken instantly) lm@@bmes equilibrium or what so-called
contagious equilibrium. The contagious equilibrican at best be imagined as trust attached to
the community as a whole and not to each individila$ called contagious because any single

defection done by a member will end the whole comitgutrust. Moreover, another player



finding dishonest behavior start cheating all & partners and finally, defection spreads within

a community like epidemic.

To formalize the game, let assume that there apetypes of player. A player becomes type c if
his opponents have not deviated in his past histagyotherwise he turns to be type-d. In other
words, once he is cheated, he becomes type-d. raimedoy Kandori (Kandori 1992)

Theorem 1 The contagious strategy s* is an action supportgdabsequential equilibrium
strategy for any given gain of defection (g) anguydation size M ib and loss (I) are sufficiently

large.

Intuition: asé is large enough it is better for a player to pergguilibrium path-the player is
patient enough to cooperate. This argument canirbplys explained like this: when a player
defects, he starts the contagious process in wihgtdteases his future payoff. Asis large
enough (close to 1), the loss of future payoff Wwél higher than the one-period gain of cheating.

This encourages an agent to play C.

However trade-off occurs as contagious processtaated. An agent may still play C in hope to
slow down contagious process and enjoy the higbard payoff, although he realizes that
playing C may be costly but a@sis close to unity, it may outweigh the cost. Yiethe cost, in
terms of losslj is large enough, once type-c player meet typdagiep, it is the player’'s best
interest to play D and follow contagious effect.

Formal model

The formal model is discussed here. SuppGse the number of typd players at timé. As the
contagious process takes place through periodsddtanntroduces the probability of this
transition by matrixM X M. Let define A as probability matrix; A = (a;) ) where @ =
prob(X.1=j|X¢=i)-the probability thaj becomes type d player (at time t+1) given therype-d
player before (at time t). Moreover define B(lwhere | = prob(X%:1=j|X=i) and one of the d-

types deviates to play c at time t. Under the agiotes process, type-d player may also deviate
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by playing C so that the contagious effect is dethyThe probability of delayed contagious
effect can be defined as matrix H where H = B- A.

Hence, the probability of d-type player faces gpetcan be written by a column vector
p=—1 (M-1M-2..10]
M 1

SinceM is total number of players, thevt - 1 means that at least one player is type-c playe
Thus if conditions described below hold, we cardfthat contagious strategy constitutes a

sequential equilibrium. These two conditions'are

1

gD -ap (1)
[M—kj (k—lj
g+ |
M M2 s e H -3 @)
1+g

Equation 1 basically is drawn from one-shot dewmatproperty. It is argue that one-shot

deviation property is unprofitable if

1 S t
9> Y. d'eA'p(l+g)
t=0

Left hand side is the expected payoff when theeslapes not deviate while the right hand side
is the payoff when the player defects forewaeAt is the probability of meeting c-type player at
time t given that he defected at time O.

! For detail discussion please see Kandori (1992)

10
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As | ands is large enough anlim ; (I — )™ p <o we can find the payoff stream in the form

of matrix as:

Y OTAp=(1-A"p

t=0

Putting this payoff stream into the one-shot deerafproperty equation and rearranging the

equation, we can find the condition 1.

Meanwhile equation 2 comes up from

0 t M _k k_l L t
Y O Apltg)= ( Y _J —(M _ljl +0). 0'e BA'p(l+ Q)

The left hand side is the payoff stream if a playlays d forever and the right hand side is the
payoff if he plays C today and D forevelM-+)/(M-1) is the probability if he meets c-type player
and k-1/M-1 is the probability of encountering gi¢yplayer. Rearranging the equation above,

we may figure out the inequality on equation 2.

What equation 1 and 2 tell us is that there are\aiye ofg, | andJ supporting contagious
equilibrium as these values fit these two inegigaitabove. In the absence of information
processing, a community does not have much poweentorce players for not cheating
compared to perfect information situation. The ogas because the punishment upon deviator is
delayed. With this environment, moreover, and agpdpulation) is large, cooperation can
hardly be achieved. It is because information pssite) about players’ past history takes time.
The absence of information processing, moreoveso allows innocent players of being
punished. Contagious equilibrium, in the end, megdl a society into collapse, i.e. distrust
spreads among players.

11
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e. Cooperation in Local Information processing

If cooperation outcome is hardly supported in thsemce of information processing setting,
would the cooperation be provided in the equilibriii we allow little information spread among
the players? Here Kandori shows that under dedestdainformation i.e. an agent could
observe his opponents’ action profiles throughdttached label and take action afterward. It is
assumed that the information processing itselfxisgenous. As information is decentralized,
players’ best actions do not require the infornmatio the community level. Label carried by

each agent is enough as a record of agent’s pa@hs.c

Kandori, moreover, assumes certain definitions drdsm Okuno-Fujiwara and Postlewaite
(1989). Let every period in which an agent encasntes opponents consist of single stae (
wherei is player-type (i = 1,2). Hence the next statearofagent are determined by the current
state. Therefore information of action in each estiat attached in the label and each player
observes the labels to take an action in the custate. This is what decentralized information
means. This information is enough for each ageoatoy on the best action, although additional
information is available. In the equilibrium, moweo, any payoffy [0 V should be globally
stable. Otherwise the stability of social normsnigquestion and any such outcome is hardly

found in the equilibrium.

Kandori discusses situation of one-sided incengik@lem i.e. when only an agent’s label is
under concern of his opponents. For example ila@r-lender case. Lender e.g. banks have an
incentive to know borrowers’ loan histories. Kandgeneralizes that cooperation can be
supported in the equilibrium for sond&. Yet, what more interesting discussion is wherhb
players have incentive problem (two-sided incenpveblem). Further Kandori assumes payoff

of action profiles that are

g,(my,r,) > 91(m)zg1(r1’m2) Q)
g,(r,m,) > gz(m)zgz(mlsrz) re¢A

12



13

This assumption implies that if a guilty player ngeanother guilty player, they will minimax
each other. If a guilty player meets an innoceay@t, the innocent player will minimaxs the
guilty, but not in another way around. In this cas@uilty player repents (r) by taking action r
which is less harmful for the opponent (strict inality) but more costly for himself (weak

inequality).

Theorem 2With local information processing and under theuassptions above, every pointv
V is supported by the equilibriumdfd (6*,1) for somes*, which is independent of the matching
rule and the population size. This equilibrium talde and globally optimal. Furthermore, only

three actions are prescribed in equilibrium (a*,amd r).

Proof. Suppose there are two-type of players and fgets which are defined as Z2, =Z =
{0,1,...T}. z = O indicates that the player is innocent, othsewhe is guilty. T states are the
number of punishment period for a guilty player. the equilibrium, there are only three
plausible actions, the action a* (@A) supporting the payoff, the minimax action (m), and the
action repent (r). If two innocent players are rhatt each other, they will choose action a*.
When two guilty players encounter each other, thy minimax strategy. As an innocent
player meets a guilty player, the former will cheaainimax strategy while the guilty one will
take repent action as defined in the assumptiomealf@ormally we can write stategy profiléz
ZX Z,

a* if z=(00)
(m,r,) if 2=0,2,%0
(r,m,) if zz#0,z,=0

m if z,z,#0

o(2) =

()

We can say that it is unprofitable for type-1 plsy deviate from prescribed strategies when

this following condition is satisfied

13
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(1=07)0y(r;,m,) +3"v,>0 3)

@- a_T)mir‘{g1(ml’ r2)1V1} + a_Tv1z(1_ J' )V1D +0[(1- a_T)g1(m) + 5TV1] (4)

Inequality 3 basically satisfies condition thateyp player takes the prescribed actions as he is

guilty. Suppose a player guilty, he can earn pagibféast
X(1)+0x(2)+...+ 61aX(T)+( ST +6T+1 +... w1 (5)

The magnitude of x(t) depends on an agent’s patiner g(m) if he encounters a guilty player
or g (r,my) if he encounters an innocent player. Affeperiod, every player can earn payeff

as long as he does deviate during the punishmeiatdpgnd all players adhere to the equilibrium
path. This intuition comes up since at tiMmeeriod ahead, punishment is vanished and each

player is matched with an innocent player. Yetafdeviates, his payoff at most
0+ ox(2)+...+ 0TX(T)+ 0 qu(ry,m)+( oT+1 + 6T+2 +... )\ (6)

From these inequalities in 5 and 6, it is very obgi that the payoff on 5 is higher than the

payoff 6. Therefore it is not profitable for a duiplayer to deviate.

Inequality 4 argues that it is better for an inmiagalayer not deviating. The left hand side is the
least payoff of innocent player if he does not d&sji meanwhile the right hand side is the payoff
he can earn at most if he deviates. Kandori, maeshows that this equilibrium is stable as at

T period and after, all agents will turn back playat.
3. General conclusion on Kandori’'s model

Kandori gives insight that any outcome providethia repeated games can be generalized, under
some circumstances, in the matching game. By atigveveral degree of information flow
among players, Kandori shows that cooperation easupported even under weak condition i.e.

when information is decentralized. However, in thbsence of information processing,

14
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cooperation outcome is hardly provided in equilibti Yet it does not mean that such
equilibrium does not exist. The contagious equililor can replace the equilibrium in the
standard folk theorem. Even though the final outeds defection (D,D), it does not happen
immediately. The contagious equilibrium requireatttiefection spread among players and takes

time due to the limited information.

This generalization, moreover, is a remarkable Ireshowing that even self-interested
individuals who are concerned with their future @ifycan achieve cooperation. Regarding the
contagious equilibrium, however, some studies rédtaxestricted assumptions made by Kandori
and find that cooperation can still be achievetalgh information is not perfectly transferred
among players. Ellison (1994) comes up with anothedel and shows that sufficiently small

amount of noise does not discourage agents to caigpe

4. Cooperation in the contagious equilibrium: Elli®n model

The previous discussion argued that as the infoomadrocessing is absence, the only possible
equilibrium in this environment is the contagiowgudéibrium. However, this equilibrium puts
cooperation outcome into very weak condition andiadonorms, basically, become unstable.
Another issue about this equilibrium is that thexseuences of few mistakes done, perhaps,
accidentally by an agent situate social settingtate. This shows that any outcome supported by
the contagious equilibrium becomes inefficient asy aaccidental single-deviation break
cooperation down and destroy the social normsd@ili1994).

Ellison, moreover, utilizes the contagious equilibr properties and finds that even single-
deviation takes place, under particular situatiecosperation is still supported by the contagious
equilibrium. The main difference result between #anis and Ellison’s model can be attributed
into two reasons. First, instead of using informatiprocessing, Ellison employs public
randomizations. In other word, in Ellison’s modele action profiles of an agent are based on
public random variableq. Second, the severity level of the punishment (@uweation of
punishment) adjusted through public randomizatianable is not an issue in Kandori’'s model

since any single deviation leads to breakdown iopeoation. Contrary to Kandori, Ellison

15



16

argues that any single deviation in the contagequilibrium does not necessarily lead to the
cooperation breakdown as long as the future purestirdetermined by the level of public
randomization is severe enough. As the averagdidnraf punishment can be defined as 1/(1-
g(®)), the higher public randomization (i.e. higher, ¢)e longer the average duration of

punishment.

The game in Ellison model follows the strategicniogame as in Kandori's (the game is the
same as in the table 1 above, page 5). Yet, Ellessumes that there are two stages (Ellison
1994).

Stage | Play C in period t
If the outcome is (C,C), the matching game rules Hoth matched player (i and j) play
C in stage 1 in period t+1. Other outcome depend$e level of public randomization,

if g1 q(8) both play following stage |, @1 < g(3) both play following stage II.
Stage Il Play D in period t
If gw1= q(8) both play following stage | in the period t+1,df.1 < q(5) both play
following stage Il in the period t+1.
Ellison argues that in the random matching modelalwith public randomization and the form
of game is prisoner’s dilemma with the number afypls is at least 4, any strategy profilegy*(
is supported by the sequential equilibrium for s@wel and [0,1).
To proof this assertion, suppogeis the number of player playing in the stage IHahe
continuation payoff function is defined &, 5, q) from period t. If none plays in the stage I,

the continuation payoff of i's player is 1. In othveords, all players will cooperate.

Therefore deviation in the stage | is not profieaéas the inequality below hold

(1- 8)g= 89(8)(1-(2, 8,0(3))) (1)

16
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Intuition asé is large enough, potential gain from single deorain stage | is less attractive in
encouraging player i to deviate although he patdigtencounter the deviators in the future. In
other words, the average expected continuationfbautweighs the potential gain of one-period

cheating.

Moreover, deviating in the stage Il is also ungedfie if

(1- 8)g= 8q(8)E;(f(, 0,9(8))-f(1+1,5,q(8)))  (2)

Intuition essentially inequality in 2 says that the smalleleof randomization (i.e. the low
duration of punishment) is sufficiently enough iscdurage player to deviate by playing C in

the stage Il, given his belief about the numbegplajer playing D in the stage II.

Ellison proves that the continuation payoff is cexin k. This property brings significant result
regarding the contagious equilibrium. Based on eaity property, Ellison shows that

9=1[6(14(2,5,1)) /(1-3) whereq(3)=1  (3)

g = [8q(8)(f(1, 8,a(3))-f(2, 3,a())/(1-6)  (4)

Intuition the equation 3 and 4 are derived from inequalitiesxd 2. Equation 3 says that when
public randomization is close to unity, there iy aiiscounted payofé which makes player
indifferent between playing C and D in the stagénlequation 4, the playaris indifferent
between playing D in period t and playing C in pdri then deviating and by playing D in t+1 in
the stage I.

These equations imply that it is plausible thayeta will be indifferent between deviating in
period and cooperating imall future periods. In other words, single deviationder the

contagious equilibrium, with specific conditiortyes not lead taooperation breakdown i.e. an

% for detail discussion about convexity propertiethe continuation function please see Ellisonigat 1994)

17
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agent still cooperate after the deviation hasedlatf 3 and 4 hold, cooperation can be supported
in the contagious equilibrium. Ellison, moreovextemds the model by imposing noise into the
model and the basic result does not change, namebperation can be supported by the
equilibrium. Even in the absence of public randatian, under very restricted circumstances,

cooperation can be sustained by the equilibrium.

Ellison model regarding the contagious equilibrishiows more robust results. Assumptions
made in his model capture social reality that evdmen a community lacks information

processing mechanism we still find that cooperai®rommon. Moreover, a concern about
defection which may spread over within the commungé sufficient enough to encourage

cooperation among players.
5. Applications

Dal BO relaxes some basic assumptions of Kandonixlel (Dal B6 2007). He abandons
assumptions in Kandori model that any outcome swedan the relationship between two agents
can also be provided in two groups. His study myastlies on the properties of Kandori’'s model.
However he applies the situation into the socidlesp, for example inequality in the caste
system. One striking finding is that inequalitytire caste system might be supported by social

norms even though all members within the castdaseally equal.

Another interesting study about social norms in dbatext of this game is Greif's research on
the early Maghribi traders (Greif 1993). The Mabhriraders in 1%-century trading used
overseas groups to gather information regarding theding partners. This agency was formed
under a coalition, which basically is similar tont@ctual relations. These relations, moreover,
allowed traders to encourage self-commitment aactalition helped in coordinating actions of
the members. Therefore retaliation upon the chgdtaders does not require personal retaliation,

the coalition would punish the cheaters and worthéaxsame way as personal retaliation.
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6. Conclusion

Game theory has long recognized that cooperatiarbeasustained in equilibrium as the future
threat of retaliation can be taken. However, ecdnamtivities show that an agent may change
his partners over time and this becomes a problemericourage self-enforcement and
commitment. Related to this context, the extensidime repeated games into the matching game
gives insight how such cooperative behavior carsb&ained although an agent is matched

randomly every period. Kandori’'s model should getdd in this research.

Ellison, moreover, offers more robust result patady regarding the contagious equilibrium. In
contrast with Kandori, Ellison finds that the cagitaus equilibrium is powerful enough to

encourage agents to cooperate. So single devialoms not alter individual to cooperate
immediately and cooperation is still sustained. 8aguestions remain unanswered. In Kandori
model, if information processing among agents bexomtal, then how much is the cost and

who would share the cost? The formalization oféhesues gives avenue for further research.
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